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Abstract 

The present paper reports the precipitation process of Al3Sc structures in an aluminum scandium alloy, which has been simulated 

with a synchronous parallel kinetic Monte Carlo (spkMC) algorithm. The spkMC implementation is based on the vacancy 

diffusion mechanism. To filter the raw data generated by the spkMC simulations, the density-based clustering with noise 

(DBSCAN) method has been employed. spkMC and DBSCAN algorithms were implemented in the C language and using MPI 

library. The simulations were conducted in the SeARCH cluster located at the University of Minho. The Al3Sc precipitation was 

successfully simulated at the atomistic scale with spkMC. DBSCAN proved to be a valuable aid to identify the precipitates by 

performing a cluster analysis of the simulation results. The achieved simulations results are in good agreement with those reported 

in the literature under sequential kinetic Monte Carlo simulations (kMC). The parallel implementation of kMC has provided a 4x 

speedup over the sequential version. 
© 2017 Portuguese Society of Materials (SPM). Published by Elsevier España, S.L.U.. All rights reserved. 
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1. Introduction* 

In material sciences, precipitated structures acquire a 

fundamental role due to the ability of imposing 

enormous obstacles for dislocation movements within 

the material structure. The knowledge and application 

of statistical mechanics, namely the kinetic Monte 

Carlo method (kMC) [1], will be the prime focus of 

this paper. kMC will be applied in studying the 

precipitation phenomenon on an aluminum scandium 

alloy [2]. The documented work, tackles kMC 

focusing on parallelism, synchronization between 

processes, and communication with message passing 

interface (MPI). 

The outcome is a set of software applications that 

allows us (i) to run kMC simulations on a single or 

multiple processors, (ii) to apply Density Based 

Spatial Clustering of Applications with Noise 

(DBSCAN) technique for data mining outputs [3], and 

(iii) to perform a comparison between the results 
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obtained with the MC simulations and the values 

predicted by classical nucleation theory (CNT). The 

practical results of these applications are (i) simulation 

reports, (ii) DBSCAN reports about clusters and 

precipitates, (iii) files for 3D visualization of the 

simulation (at various simulation stages - snapshots), 

and (iv) files for 3D visualization of the precipitates. 

Therefore the main contributions of the present work 

to the reviewed literature are, besides the mentioned 

applications, an accelerated simulation algorithm 

through the parallelization of kMC with MPI. 

2. Background and motivation 

The constant increase in available computational 

resources has been accompanied by a growing interest 

in modeling and simulation of precipitation at 

different scales, each one with its own advantages. 

The number of publications and studies related to the 

topic of precipitation kinetics at the atomic level has 

increased too [4]. Examples of materials subjected to 

such studies are alloy materials, such as Fe-Cu [5], Fe-

P-C [6], Fe-Cu-Ni-Si [7], Al-Cu [8]. Aluminum alloys 
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have also their share of published studies and our 

contribution will focus on the study of an Al-Sc alloy. 

The literature has documented the enormous potential 

of the addition of scandium to aluminum alloys for the 

use mainly in aerospace and automotive applications 

as it benefits the alloy in recrystallization inhibition, 

strength increase, grain size refinement as well as the 

reduction and elimination of hot cracking in welding 

[9]. 

Monte Carlo (MC) simulations have also been used on 

the study of other phenomena [10], such as grain 

growth [11], abnormal grain growth [12], thin film 

deposition and growth [13][14], sintering for nuclear 

fuel aging [15], and bubble formation in nuclear fuels 

[16]. 

There are also several published works on parallel 

kinetic MC simulations, namely the works reported in 

[17], [18], [19], [20], [21], [22], and [23]. 

3. kMC and spkMC theoretical background 

The simulation of Al3Sc precipitation with sequential 

kMC is fully documented in [2], therefore, this section 

summarizes the theory as a set of equations, behind 

the simulation. The transition rate for an XY atom to 

jump into a vacancy, with XY ϵ {Al,Sc}, is calculated 

by Eq. 1. 康諜超ｅ蝶 噺 荒諜超 結捲喧 岾伐 蔦帳難汝ｅ楠賃遁脹 峇 (1) 

The Al and Sc energy increase, due to the motion from 

its stable site to the saddle point position, is designated 

activation energy and is obtained by Eq. 2. 弘継諜超ｅ蝶 噺 結諜超鎚椎 伐デ 綱諜超ｅ沈岫津岻沈┸津 伐デ 綱珍ｅ蝶岫津岻珍┸津  (2) 

As a vacancy site is surrounded by twelve nearest 

neighbors, twelve jump rates are calculated. They are 

the jump frequencies Γ1, Γ2, until Γ12. One of the 

twelve frequencies is selected, based on their values 

and on a random number as expressed by Eq. 3. デ 康沈津沈退怠 判 堅欠券穴剣兼"券憲兼決結堅 判 デ 康沈津袋怠沈退怠  (3) 

Eq. 4 describes the computation of the simulation real 

time. 系蝶鎚沈陳  and 系蝶追勅銚鎮  are the simulation vacancy 

concentration and the real vacancy concentration in 

the Al-Sc alloy, respectively. The ratio of the 

concentrations is multiplied by the inverse of the 

accumulated jump frequencies. 建暢寵追勅銚鎮 噺 岾寵楠濡日尿寵楠認賑尼如峇 抜 岫デ 康沈怠態沈退怠 岻貸怠 噺 岾寵楠濡日尿寵楠認賑尼如峇 抜 建暢寵鎚沈陳 (4) 

As it can be observed in eq. 4, the simulation time is 

rescaled by a factor 系蝶鎚沈陳【系蝶追勅銚鎮 to take into account the 

difference between the simulation and the real 

vacancy concentrations. 

A parallel version of kMC enables multiple events to 

occur simultaneously. To parallelize kMC we adopted 

the synchronous parallel generalization of the 

rejection-free n-fold kMC method documented in [21]. 

The main steps of spkMC are the following: 

1. The accumulated frequency of each sub-domain よ賃  is obtained by Eq. 5 as the sum of 券賃 

individual rates 堅沈賃. 迎賃 噺 デ 堅沈賃津入沈  (5) 

2. The maximum rate is defined by Eq. 6 and it is 

also established the relation with the sum of 

individual rates and the rates of null events (堅待賃). 迎陳銚掴 半 兼欠捲賃退怠┸┼┻┸懲岶迎賃岼"┹ "堅待賃 噺 迎陳銚掴 伐 迎賃 (6) 

The purpose of null events is to eliminate time 

conflicts between processes in such a way that 

null events prevent the stochastic trajectory of 

the simulation to be deeply changed. 

Figure 1 shows the frequency rate buildup for 

several processes. Processes with an 

accumulated frequency inferior to Rmax will 

include null events with rates r0k. 

3. The spkMC time increment is defined in Eq. 7, 

where ξ is a random number between 0 and 1. 絞建椎 噺 伐 鎮津 締眺尿尼猫 (7) 

Fig. 1. Sum of frequencies for n processes. 

4. Implementation of spkMC algorithm 

Figure 2 illustrates how the lattice was partitioned into 

subdomains in spkMC. Each subdomain is further 

divided into 8 sectors (octants). At the simulation 

beginning, each sector has a single vacancy. Border 

conflicts between processes are avoided by a 

checkerboard scheme. Thus, each sector has a distinct 

color. The sectors are processed sequentially going 

through the 8 colors, and always keeping all processes 

in the sector with the same color. Figure 2 b) 

illustrates what is designated as the boundary region of 

a subdomain. The part of a subdomain that is used by 

other subdomains boundary region is called ghost 
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region. The depth of the boundary and ghost regions 

was defined as being half the depth of the neighbor 

sectors. 

 

a) b) 

Fig. 2. 3D lattice partitioning. 

For calculating the simulation time, as explained in the 

previous section, synchronization points between 

processes were introduced, which are called end of 

sprint. The sprints are a sequence of MC steps without 

inter-process communication. At the end of a sprint, 

the altered sites of a boundary and ghost regions are 

communicated to the correspondent neighbor 

processes by calling MPI send, receive, or put 

routines. 

The spkMC algorithm was implemented in C language 

and using the OpenMPI library. During the process of 

improving the algorithm performance three prototypes 

were developed: lock-unlock, send-recv, and opt-send-

recv. The first prototype uses MPI one-sided 

communication with lock-unlock synchronization. The 

second and third prototypes use MPI point-to-point 

communication. We present next a short description of 

the optimized opt-send-recv prototype.  

At the beginning of simulation, the master process 

sends an extended subdomain to all processes. After 

that, all processes compute the first and second nearest 

neighbors for its extended subdomain. Next, the 

algorithm iterates over (i) the number of simulation 

sprints, (ii) the number of sectors in a subdomain, (iii) 

the number of MCSs in a sprint, and (iv), the list of 

sector vacancies. In each iteration, the following 

actions take place: (i) the activation energies, the 

vacancy exchange frequencies, and the real time are 

calculated; (ii) a first neighbor is selected randomly 

for new position of the vacancy, (iii) the vacancy is 

swapped with the selected neighbor, and (iv) the 

vacancy move is stored. At the end of each sector 

sprint (i) the list of moves is trimmed, to eliminate 

those moves that begin and finish with the same type 

of particle (Al-Al, Sc-Sc, and V-V moves), and (ii) the 

moves are sent and received to/from the neighbor 

process in X direction, then in Y direction, and finally 

in Z direction. At the specified snapshot points, the 

master process gathers the subdomains from all 

processes and writes its information to a file.  

The material parameters that support the calculation of 

the activation energies and the vacancy exchange 

frequencies are the first and second nearest-neighbor 

pair effective energies, the saddle point energies and 

the attempt frequencies. The values of these 

parameters, which were obtained mostly from [24], 

are: 綱凋鎮凋鎮岫怠岻 =-0.56 eV, 綱聴頂聴頂岫怠岻 =-0.65 eV, 綱凋鎮聴頂岫怠岻 =-

0.759+21.0×10-6×T eV, 綱凋鎮聴頂岫態岻 =0.113-33.4×10-6×T eV, 綱凋鎮蝶岫怠岻 =-0.222 eV, 綱聴頂蝶岫怠岻 =-0.757 eV, 綱凋鎮凋鎮岫態岻 =0, 綱聴頂聴頂岫態岻 =0, 結凋鎮鎚椎=-

8.219 eV, 結聴頂鎚椎 = -9.434 eV, 荒凋鎮 =1.36×1014 Hz, and 荒聴頂=4×1015 Hz. 

Clouet et al. [24] compute the vacancy-vacancy pair 

effective energy through Eq. 8. 綱蝶蝶岫怠岻 噺 に綱凋鎮蝶岫怠岻 伐 綱凋鎮凋鎮岫怠岻 伐 継態蝶長沈津 (8) 

where the divacancy binding energy was considered to 

be '態諾但辿樽=0.2 eV. This means that the vacancy-vacancy 

interaction is attractive. These authors claim it is 

necessary to perform a deeper work to carry out 

simulations with several vacancies. Takai and 

coworkers present repulsive vacancy-vacancy binding 

energies up to the third nearest-neighbor within 

aluminum alloys [25]. In the present work, we 

assumed the value 綱蝶蝶岫怠岻= -0.084 eV for the vacancy-

vacancy pair effective energy, which was computed by 

Eq. 8. 

5. Results 

The results presented in this section were obtained 
from simulations run on the SeARCH cluster, located 
at the University of Minho. Simulation configurations 
include lattice sizes of 56×56×56 and 104×104×104 
FCC cells, 5x1011 MCSs, 1% of scandium, 
temperatures of 673.15K and 873.15K, and 2x2x2 
(with a total of 8 vacancies), 4x2x2 (with a total of 16 
vacancies), 3x3x3 (with a total of 27 vacancies), and 
4x4x4 (with a total of 64 vacancies) process grids. 
Figure 3 shows that spkMC really simulates Al3Sc 
precipitation. Figures 3 b) and c) demonstrate how 
DBSCAN clustering analysis facilitates the 3D 
visualization of precipitates. DBSCAN post-processes 
the simulation raw data and obtains the precipitation 
metrics reported in figure 4 [2]. 

The sequence of graphics included in Figure 4 was 

generated by DBSCAN from the simulation snapshots. 

The graphs summarize the main metrics concerning 

the precipitates. Figures 4 a) and b) show the evolution 

of precipitates size in terms of the average radius, for a 

simulation temperature of 673.15 and 873.15 K, 

respectively. Figures 4 c) and d) illustrate the 
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evolution of the presence of scandium in the 

aluminum solid solution and in precipitates, 

respectively. Figures 4 e) and f) present the most 

valuable metric for assessing the precipitation results 

and, as a consequence, to compare simulation 

alternatives to each other (spkMC with kMC) and to 

the CNT. This metric quantifies the number of stable 

precipitates normalized by the number of lattice sites 

( 軽鎚椎 軽鎚エ ). We can confirm that spkMC produces 

precipitation results statistically equivalent to those of 

sequential kMC. At the temperature of 873.15K, 

which is almost in the limit of the phase diagram 

region of interest, we can observe some deviations 

between sequential and parallel simulations results. 

 

a) 

b) c) 

d) e) 

Fig. 3. Simulation evolution with spkMC: a) t = 0s; b) t = 1.17s; c) t 

= 2.17s. Simulation state comparison at t = 2.17s between d) kMC 

and e) spkMC. 

 

a) Temperature = 673.15 K. 

b) Temperature = 873.15 K. 

c) Temperature = 673.15 K. 

d) Temperature = 673.15 K. 

e) Temperature = 673.15 K. 
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f) Temperature = 873.15 K. 

Fig. 4. Comparison between sequential and parallel kMC results. 

The work documented in [2] demonstrates a good 

agreement between kMC and CNT, based on the 

values of steady-state nucleation rate (Jst) and cluster 

size distribution (CnSc). If we combine this finding 

with the fact that there is a close proximity between 

the results obtained with kMC and spkMC 

simulations, we can infer that the comparison between 

spkMC and CNT would follow the same trend. 

Figure 5 allows to compare the best performance 

achieved with each kMC implementation: the 

sequential version and the three different spkMC 

implementations (lock-unlock, send-recv, and opt-

send-recv). The graph also shows that the evolution 

from the first parallel implementation (lock-unlock) to 

the third one (opt-send-recv) attained a speedup of 

about 7×. In the two non-optimized versions, lock-

unlock and send-recv, increasing the lattice size 

improves performance. Performance improves 

because by increasing the length of sprints increases 

the ratio between computation and communication. 

Optimized opt-send-recv implementation allows a 

speedup of 4× in relation to sequential kMC. I.e. a 

simulation that takes 6 days with kMC reduces to 1 

day and 10 hours. 

 

Fig. 5. The minimum execution time necessary to run 108 MCSs in 

the four kMC implementations. 

Figure 6 shows the execution time used by spkMC to 

perform 108 MCS. The execution time is displayed 

according to the number of processors used in the 

simulation and it was obtained with the opt-send-recv 

implementation of spkMC. As we can see, spkMC 

performance scales reasonably well up to 16 

processors, and almost stabilizes after that. 

The parallel efficiency and scalability of the spkMC 

implementations are low. Defining parallel efficiency 

as η(N,P) = 100*1/P*(Tseq(N)/Tpar(N,P)), where N is 

the problem size, P is the number of processors, 

Tseq(N) is the sequential execution time, and Tpar(N,P) 

is the parallel execution time in P processors, the 

maximum efficiency for the opt-send-recv 

implementation with 8 cores is η = 100茅1/8茅100/50 = 

25%. Figure 7 presents the parallel efficiency of 

spkMC according to the number of processors used in 

the simulation. 

 

Fig. 6. Execution time necessary for spkMC running 108 MCSs. 

 

Fig. 7. Parallel efficiency of the spkMC algorithm. 

6. Conclusions and future work 

Precipitation results obtained with spkMC are in good 
agreement with sequential kMC. The Al3Sc 
precipitates average size increases with the simulation 
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time. The number of stable precipitates increases in 
the initial phase and generally stabilizes after this 
phase. The scandium concentration in the aluminum 
solid solution, reduces over the simulation time and 
therefor after some time remains constant at a residual 
value. Furthermore it is demonstrated that despite the 
precipitation problem not being embarrassingly 
parallel, a 4× reduction in execution time with 
spkMC, when compared to kMC, is an interesting 
achievement. 

Future improvements of spkMC consist in introducing 

simplifications and approximations in the algorithm, 

namely to avoid the migration of vacancies between 

sectors. This simplification eliminates the complexity 

associated with multiple vacancies management and 

increases the overall performance by improving the 

load balancing between processes. As the results 

proved that inter-process communication is a major 

performance constraint, it will be developed shared 

memory (OpenMP) and hybrid (MPI-OpenMP) 

implementations. It is also planned to adapt the 

spkMC simulation to other binary and ternary alloys. 
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