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TAGGEDPA B S T R A C T

This work dissects the application of big data and artificial intelligence (AI) technology in environmental pro-

tection monitoring. The application principle of big data in environmental data collection is analysed based

on atmospheric science and AI technology. In addition, a combined model of air quality forecasting based on

machine learning is proposed to resolve real air quality monitoring challenges in environmental protection,

namely, the improved complete ensemble empirical mode decomposition with adaptive noise-whale optimi-

zation algorithm-extreme learning machine (ICEEMDAN-WOA-ELM). On this basis, deep learning is intro-

duced to establish a deep learning-based time-space-type-meteorology (TSTM) model to predict air quality.

Finally, the model is verified by experiments. The results demonstrate that the ICEEMDAN-WOA-ELM model

significantly outperforms a single AI model in air quality forecasting. The five evaluation index values of ICE-

EMDAN-WOA-ELM are 14.187, 17.235, 0.140, 0.067, and 0.946, which are higher than those of the other

models. The single-step accuracy and average of the TSTM model in the heavily polluted weather forecast

results almost reached full marks, with a maximum of 1.00. The performance also decreases with the growth

of the step size but remains above 0.86. It can be seen that a single AI model can no longer meet the require-

ments of air quality forecasting. The ICEEMDAN-WOA-ELM model combined with big data has advantages in

air quality monitoring and is effective for environmental protection.

© 2022 Published by Elsevier España, S.L.U. on behalf of Journal of Innovation & Knowledge. This is an open

access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) TaggedEnd
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TaggedH1Introduction TaggedEnd

TaggedPBig data have gradually entered all walks of life. Data resources

will be a critical wealth in the future. Applying big data thinking and

artificial intelligence (AI) diagnosis technology in environmental gov-

ernance can provide data and technical support for environmental

public governance. In addition, environmental governance can pro-

vide scientific and accurate ideas for government decision-making in

public environmental monitoring and early warning through data

collection, real-time monitoring, and citizen participation manage-

ment (Chen et al., 2020; Nahr et al., 2021; Shneiderman, 2020). In

recent years, global air quality monitoring has developed rapidly.

These infrastructure improvements related to air quality monitoring

can be attributed to governments’ new or expanded monitoring net-

works and essential contributions from global citizens and nongov-

ernment agencies. Despite progress, many countries and regions still

TaggedEndTaggedPlack air quality monitoring, leaving large sized populations without

access to the information necessary to address pollution and make

informed health decisions. Globally, Africa, Latin America, and West

Asia have the sparsest monitoring networks. After 2020, the world

has taken significant epidemic prevention measures and improved

air quality. However, the air pollution caused by human activities

such as climate deterioration and burning fossil fuels is still severe.

Pollution levels are very high in California, South America, Siberia,

and Australia due to wildfires and dust storms triggered by a warm-

ing climate. TaggedEnd

TaggedPThe use of big data technology to process the environment will

significantly improve the efficiency of environmental governance,

which has become a new trend in the development of environmental

governance in China (Nie et al., 2020; Sch€urholz et al., 2020; Ullo &

Sinha, 2020). With the development of AI technology, historical data

related to environmental pollution can be used to construct predic-

tive models. AI can intelligently gather all kinds of ecological environ-

ment monitoring data, such as environmental quality, pollution

sources, and ecological conditions. AI can also build an intelligent

ecological environment monitoring brain that serves the entire
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TaggedEndTaggedPbusiness of ecological environment monitoring, which includes all

horizontal monitoring elements and covers all vertical multilevel

analysis perspectives. It can be applied to the three terminals of large

screens, personal computers, and mobile phones (Alghushairy et al.,

2020; Dai & Liu, 2020; Sun & Li, 2020). Current big data have been

integrated with people’s travel, environmental monitoring, and

urban resource allocation. This fused technique has provided a per-

fect solution for urban greening and beautifying the urban environ-

ment (Fatemidokht et al., 2021; Plageras et al., 2018). TaggedEnd

TaggedPThe biggest drawback of the traditional environment is that there

is no way to collect comprehensive data; additionally, data transpar-

ency is generally low. Usually, environmental protection depart-

ments need to spend human and material resources to collect these

environmental data in different departments of separate units and

disclose it to the public through appropriate channels. It cannot fun-

damentally explore the authenticity and reliability of the data while

consuming much time (Li et al., 2021; Zhang & Dong, 2021). From the

perspective of the operation process, the environmental protection

data eventually became meaningless numbers due to the lack of coor-

dination among various departments. The application of big data and

AI algorithms makes it possible to communicate and compare envi-

ronmental data (Amani et al., 2020; Iaksch et al., 2021; Qu et al.,

2020). Big data technology can archive the data collected by each

unit and effectively use the internet to achieve transparency and

openness. It enables the public to participate in environmental pro-

tection work and enables everyone to clearly understand environ-

mental protection departments (Goralski & Tan, 2020; Hao & Qin,

2020; Liu et al., 2020). AI has an extensive application space in air

pollution forecasting and early warning (Reddy et al., 2020; Shi et al.,

2020; Yigitcanlar & Cugurullo, 2022). However, a single machine

learning algorithm cannot achieve an excellent monitoring effect in

the case of highly fluctuating pollutant concentrations. Therefore, it

is essential to construct a complete ambient air quality monitoring

system and an innovative air quality decision-making method. TaggedEnd

TaggedPGiven the above status survey results, a single machine learning

algorithm is inadequate to monitor the environment in the case of

highly fluctuating pollutant concentrations. Therefore, this paper

adopts literature research and modelling methods and studies the

application of big data and AI in environmental protection based on

atmospheric knowledge. Innovatively, a combined model is proposed

based on machine learning and the deep neural network for air qual-

ity forecasting and creative monitoring decision-making methods.

The experiment proves that this model is better than the conven-

tional air quality prediction model, offering new ideas for future

research on air quality monitoring and contributing to environmental

protection. TaggedEnd

TaggedH1Related work TaggedEnd

TaggedPFor a long time, people have tried to mine the value behind data for

decision analysis and prediction, which gave birth to the predecessor of

Data Mining and various Machine Learning algorithms. From the cur-

rent Internet development fundamentals perspective, Big Data and AI

will be a vital development direction. The Internet needs Big Data to

complete its value bearing; meanwhile, AI will further expand the appli-

cation boundaries of the Internet. The development of Big Data and AI is

also an inevitable result of the development of the Internet, promoting

the practical applications of the Internet. As one of the critical develop-

ment directions in the future, Big Data has been recognized by scientific

and technological circles. There are three main reasons for this. First, Big

Data has opened up new value space. Second, Big Data can create new

Industrial ecology and then cultivate a series of industrial chains. Third,

Big Data can empower the development of traditional industries in an

all-around way, and the industry application prospects are vast. AI is a

popular direction in the current technology field. On the one hand, the

Internet of Things, Cloud Computing, and Big Data are gradually

TaggedEndTaggedPimplemented, which relies on AI technology. On the other hand, AI will

dramatically improve productivity. At present, the voice of traditional

industries for AI is relatively high. Therefore, the development of AI is

inevitable.TaggedEnd

TaggedPThe information age promotes the further maturity of data tech-

nology (Castillo-Z�u~niga et al., 2020; Stergiou et al., 2020). Data stor-

age, mining, and application technologies have also achieved

remarkable results. The relationship between environmental protec-

tion interests and measures is very complex, and many valuable

resources still need to be deeply excavated (Cai et al., 2020;

Camar�ena, 2020; Yigitcanlar et al., 2020). In addition, the functions of

tiny sensors have become abundant, and the standard of data collec-

tion has become increasingly high. Massive amounts of data are accu-

mulated in the digital age. The information-based Big Data

technology can dramatically improve the ability to analyze environ-

mental monitoring data and effectively realize the centralized man-

agement of scattered data to meet data sharing requirements (Lin et

al., 2022; Liu et al., 2022; Xie et al., 2022). Therefore, AI algorithms

and Big Data integration technology in environmental monitoring are

an inevitable development trend. It is significant to environmental

governance and environmental protection work and points out the

development direction for further environmental protection work. TaggedEnd

TaggedPMany technologies are involved in the mapping from virtuality to

reality via AI. In the final analysis, the technological points supporting

the development of AI are Cloud Computing, Big Data, and Deep

Learning. The Internet has brought a considerable amount of data,

and utilizing these resources is the top priority. Although Big Data

prepares resources for AI, this resource is worthless without the tool

of Cloud Computing. The emergence of the internal combustion

engine makes the oil an essential strategic resource. Similarly, the

emergence of Cloud Computing makes the information mining

behind Big Data a reality. Under this premise, AI can genuinely use

Big Data resources to serve enterprises. AI research in medical and

environmental protection has made people see a bright future for

integrating intelligence and medical care (Xie et al., 2021). TaggedEnd

TaggedPAn intelligent industrial environment developed with the support

of a new generation of Cyber-Physical Systems can achieve a high

concentration of information resources (Lv et al., 2020). The “Internet

+” smart environmental protection method comprehensively uses

new information techniques, including the Internet of Things (IoT),

the Internet, Big Data, and Cloud Computing, to implement the open

sharing of environmental management data, ambient quality inspec-

tion data, source control data, and industrial environmental data. It

can construct a multi-source environmental monitoring network to

support closed-loop environmental management, involving source

prevention and control, process supervision, comprehensive treat-

ment, and universal governance. TaggedEnd

TaggedPCombining AI algorithms with Big Data for environmental moni-

toring can provide society with high-quality ecological and environ-

mental products based on quality improvement and environmental

risk prevention. Ighalo et al. (2021) synthesized the state-of-the-art

knowledge and confirmed common gaps and clews that will set new

infusive, demanding, and significant research directions. They found

that Artificial Neural Networks (ANNs) and Adaptive Neuro-Fuzzy

Inference Systems are the most commonly used AI models for water

quality surveillance and evaluation. Most studies utilizing neural net-

works for surface water quality surveillance and evaluation came

from Southeast Asia and Iran. Currently, most practical work uses AI

techniques, including Group Data Processing methods, Radial Basis

Function Neural Networks, and Multilayer Perceptron Neural Net-

works, to estimate the indoor temperature of buildings in tropical cli-

mates (May Tzuc et al., 2020).TaggedEnd

TaggedPPicos-Benítez et al. (2020) optimized an ANN-based AI model using a

Genetic Algorithm to verify the feasibility of using the electro-catalytic

oxidation process to predict bromophenol blue dye for the treatment of

sulfate wastewater. The combination of IoT and Big Data technologies

TaggedEndL. Fu, J. Li and Y. Chen Journal of Innovation & Knowledge 8 (2023) 100294
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TaggedEndTaggedPcreates opportunities for intelligent applications tomonitor, protect, and

improve natural wealth. Big Data covers smart metering, intelligent

environmental monitoring, smart disaster alerting, and smart farming

/agriculture (Hajjaji et al., 2021). Han et al. (2020) proposed an adaptive

switching method of ecological Big Data based on a one-dimensional

Convolutional Neural Network (CNN). This scheme can match the

requirements for Big Data transmission and ameliorate the high trans-

mission power consumption of microenvironment monitoring systems

commonly used in forest health and safety applications compression

methods. Yang and Wang (2020) reviewed assessment approaches

based on the primary analytical technique of Big Data (such as statistical

methods, data mining, simulation and optimization, and Deep Learn-

ing). The authors presented suitable evaluation methods around the

characteristics of Big Data (correlation characteristics, data noise, data

loss, and visualization).TaggedEnd

TaggedPTo sum up, it is undoubtedly an excellent attempt to apply intelli-

gent results to the environmental monitoring system to implement

on-site management. Using AI technology to carry out environmental

monitoring projects, such as water quality monitoring, meteorologi-

cal monitoring, air quality decision-making, and analysis and predic-

tion, is the general trend of future development. However, most of

the current research focuses on a single AI model for environmental

monitoring, and the forecasting accuracy of the combined model

needs to be strengthened. The combination of AI models based on Big

Data reported here can provide a new research direction for environ-

mental monitoring. TaggedEnd

TaggedH1Innovative decision-making method for environmental

protection air quality monitoring based on Big Data and AI

technology TaggedEnd

TaggedH2Application of Big Data in environmental data monitoring TaggedEnd

TaggedPBig Data primarily uses the Machine Learning method and Natural

Language Processing to process and mine data content from the

TaggedEndTaggedPInternet. A large amount of real-time, multi-source data is conducive

to depicting reality from different perspectives to obtain the most

realistic description, laying a data source foundation for the applica-

tion of AI. With sufficient data sources, AI can achieve continuous

learning, optimization, and practical applications. As one of the most

important branches of environmental monitoring data, air quality is

closely related to people’s work, life, and physical health. The applica-

tion of Big Data to monitor air quality in the living environment can

comprehensively analyze meteorological data and combine the rela-

tionship between environmental protection and ecological civiliza-

tion construction. The Big Data technology can conduct an in-depth

analysis of the root causes of environmental problems and integrate

environmental indicators and emission information of environmental

pollution sources. After scientific analysis, the emission intensity, pol-

lution source distribution, and impact on the surrounding environ-

ment of each enterprise can be analyzed to formulate a scientific and

environmentally friendly governance plan. TaggedEnd

TaggedPIn addition, applying Big Data to air quality monitoring can effec-

tively improve the ability of early ecological warning. Environmental

monitoring and governance refer to the use of professional equip-

ment to detect the content and emissions of different harmful sub-

stances in the environment to track the changing trend in air quality.

Environmental monitoring platforms and algorithms can be used to

comprehensively collect, quickly process, and analyze environmental

data to improve the efficiency of environmental governance. Fig. 1

reveals the process of using Big Data to process environmental infor-

mation. TaggedEnd

TaggedPAccording to Fig. 1, obtaining high-accuracy environmental data is

the premise for practical innovation decision-making analysis. In

practice, Big Data should collect, process, and analyze the environ-

mental monitoring data. Finally, countermeasures, suggestions, and

predictions are presented according to the analysis results. The Big

Data environment analysis system’s critical step is collecting environ-

mental information. For example, it is essential to distinguish the

monitoring range of video monitors and sensors installed at specificTaggedEnd TaggedFigure

Fig. 1. Process procedures of the environmental monitoring information via Big Data. TaggedEnd
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TaggedEndTaggedPdeployment points and determine whether natural conditions rather

than manufactured issues cause environmental information. TaggedEnd

TaggedPBig Data effectively analyzes massive environmental information,

mines valuable environmental information, and finally displays it

dynamically through tools to achieve environmental protection and

governance in line with the actual situation. Moreover, Big Data has a

fast data processing speed, improving the timeliness of various early

warnings and effectively predicting various pollution events to take

specific preventive measures in advance. Big Data technology for

environmental monitoring can continuously obtain all-around envi-

ronmental monitoring-related data, enhancing the data’s scalability

and increasing the data’s value for a perfect presentation of the analy-

sis results. At the same time, the real-time results can provide strong

data support for decision-making in environmental governance,

monitoring, and other operations. In addition, Big Data technology

can build a real-time environmental monitoring model to accurately

monitor environmental data to implement timely and effective pre-

vention and management. These measures play a critical part in sav-

ing management costs and improving the decision-making power of

environmental management. TaggedEnd

TaggedH2Innovative decision-making method for air quality data based on

Machine Learning TaggedEnd

TaggedPBig Data is a problem-oriented approach to analyzing the correla-

tion between things. It uses relevant data analysis to comprehen-

sively describe things with data association and data trends. The

error and ambiguity of environmental information will not contract

the analysis accuracy of Big Data. Another function of data is to pre-

dict trends. Qualitative research is common in the existing manage-

ment concepts. After the emergence of data analysis, the judgment

and expectation of decision-making can be realized through quanti-

tative analysis methods because Big Data provides various data proc-

essing tools and algorithms. Compared with traditional

environmental protection methods, combined with Big Data technol-

ogy, environmental governance can comprehensively collect data

and improve data transparency. Besides, various environmental mon-

itoring indicators can be disclosed to the public through proper chan-

nels after being analyzed by Big Data, improving the authenticity and

reliability of the data. AI algorithms can establish air quality monitor-

ing models. Combining the two can realize the early warning of air

quality. In response to the problems and deficiencies in the current

air quality forecast and atmospheric environmental impact assess-

ment, this work introduces various advanced technologies of AI,

improves existing methods, and proposes new algorithms to support

system modeling for air quality innovative decision-making meth-

ods. TaggedEnd

TaggedPAs the core of AI, Machine Learning can simulate human behavior

through a computer and improve the model’s performance. Machine

Learning performs well in regression tasks and is regarded as a favor-

able tool for pollutant concentration prediction due to its excellent

accuracy and fault tolerance. The widely recognized statistical predic-

tion belongs to the category of Machine Learning (Chui et al., 2021).

However, data missing is a common problem in air pollutant concen-

tration monitoring, which will destroy the integrity of data and affect

the effect of data mining. Therefore, data pre-processing is critical for

air quality modeling. This work constructed an innovative combined

model based on Machine Learning for air quality forecast, named

Improved Complete Ensemble Empirical Mode Decomposition with

Adaptive Noise-Whale Optimization Algorithm-Extreme Learning

Machine (ICEEMDAN-WOA-ELM). This model consists of three mod-

ules: pre-processing, forecasting, and assessment. Fig. 2 displays the

model structure. TaggedEnd

TaggedPIt can be seen from Fig. 2 that the model uses the autoregressive

method to predict pollutant concentration. Its calculation is simple.

The signal decomposition and swarm intelligence algorithm are

TaggedEndTaggedPcombined to improve the prediction accuracy of the model. The pre-

processing module uses a cubic spline to interpolate global segments.

The signal decomposition part of the forecast module adopts a fully

adaptive method, Ensemble Empirical Mode Decomposition, to opti-

mize the residual noise and pseudo-modal problems. The decomposi-

tion results have a little noise and abundant physical meaning. The

network optimization part adopts the Whale Optimization Algorithm

(WOA). It simulates the hunting behavior of humpback whales and

performs well in exploring, utilizing, and avoiding the global opti-

mum. Humpback whales can identify and surround prey. Because the

position of the optimal solution in the search space is not a priori,

WOA assumes that the current optimal candidate solution is the tar-

get prey. After the optimal search agent is determined, other search

agents update their positions according to the optimal search agent.

WOA simulates the feeding strategy of the spiral bubble network for

performance optimization. Tests on mathematical optimization and

structural engineering problems show that WOA has an excellent

performance in exploring, exploiting, avoiding local optima, and con-

verging.
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~X t þ 1ð Þ ¼ ~X
�
ðtÞ �~A ¢~D ð2Þ

where t stands for the current iteration, and ~X
�
ðtÞ represents the

location vector of the currently obtained optimal solution. The solu-

tion in each iteration needs to be updated. Let ~X be the position vec-

tor, and ~A and ~C be the coefficient vectors, which are calculated

according to:

~A ¼ 2~a ¢~r �~a ð3Þ

~C ¼ 2~r ð4Þ

where~a decreases linearly from 2 to 0 in the iterative process, and~r

denotes a random vector in [0, 1]. TaggedEnd

TaggedPFeedforward Neural Networks typically have low learning rates

because they primarily use a slow gradient-based algorithm for train-

ing through which all parameters need to be adjusted iteratively.

Therefore, it cannot meet the practical needs, limiting its practical

application. The Extreme Learning Machine (ELM) with a single hid-

den layer can randomly select the hidden layer nodes and the output

layer weights and has a good generalization ability, which has

received extensive attention. N independent samples ðxi; tiÞ can be

expressed as:

xi ¼ xi1; xi2; :::; xin½ �T 2Rn ð5Þ

ti ¼ ti1; ti2; :::; tim½ �T 2Rm ð6Þ
TaggedEnd

TaggedPThen, the network can be expressed as Eq. (7).

X

L

i¼1

big wi ¢ xj þ bi
� �

¼ oj

j ¼ 1;2; :::;N

8

>

<

>

:

ð7Þ

TaggedEnd

TaggedPIn Eq. (7),wi represents the weight vector between the input layer

neurons and the ith hidden layer neurons; bi denotes the threshold of

the ith hidden layer neuron; bi signifies the activation function;bi

indicates the weight vector between the output layer neurons and

the ith hidden layer neurons. Besides, Eq. (8) is workable.

Hb ¼ T ð8Þ
TaggedEnd

TaggedPIn Eq. (8), H stands for the hidden layer’s output matrix; b repre-

sents the weight vector between the neurons in the output layer and

in the hidden layer; T refers to the desired network output. The eval-

uation module adopts five general indicators to evaluate the perfor-

mance of the model: Mean Absolute Error (MAE), Root Mean Square
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TaggedEndTaggedPError (RMSE), Mean Absolute Percentage Error (MAPE), Theil Inequal-

ity Coefficient (TIC), and Correlation Coefficient (r), which are calcu-

lated according to:

MAE ¼
1

N

X

N

i¼1

�

�

�

�

Fi � Oi

�

�

�

�

ð9Þ
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where N refers to the number of samples; Fi and Oi represent the

actual value and the predicted value of the ith sample, respectively;

Fand O denote the average value of the predicted value and the

actual value, respectively. TaggedEnd

TaggedPTherefore, in view of the problems of insufficient accuracy and

high computational cost of the current air quality forecasting meth-

ods, the Machine Learning method is introduced to establish a com-

bined model of air quality forecasting Machine Learning, ICEEMDAN-

WOA-ELM. It performs forecasting through the autoregressive

method of pollutant concentration. This model improves prediction

accuracy by combining Signal decomposition and swarm intelligence

algorithms while maintaining simple calculation. TaggedEnd

TaggedPIn recent years, air pollution has been severe in all provinces,

especially during the heating season in Xi’an and its surrounding

areas. Therefore, the daily average concentration data of six conven-

tional air pollutants, PM2.5, PM10, NO2, SO2, CO, and O3 in Xi’an from

September 2019 to September 2021, were selected as the experimen-

tal dataset. The data from September 2019 to July 2021 was used as

the training set, and the data from August and September 2021 was

taken as the test set. The experimental environment selected the Intel

Core i7 processor, 8GB memory, and the language chose Python 3.5 to

conduct the simulation experiment of the ICEEMDAN-WOA-ELM

model. The experimental parameters were set as follows: the maxi-

mum number of iterations of the ICEEMDANmodel is 1000, the maxi-

mum number of iterations of WOA is 200, and the number of search

agents is 10.TaggedEnd

TaggedH2Air quality data prediction method based on Deep Neural Network TaggedEnd

TaggedPWhile Machine Learning has achieved some results in air quality

decision analysis and prediction, the advent of Deep Learning has

brought Machine Learning closer to AI. Deep Learning can train Deep

Neural Networks, extract features, and transform, abstract, and pro-

cess information. Thus, it has advantages in solving practical

TaggedEnd TaggedFigure

Fig. 2. Air quality forecast model based on Machine Learning. TaggedEnd

5
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TaggedEndTaggedPproblems. Compared with traditional Machine Learning, Deep Learn-

ing strengthens the extraction of features and transforms the features

of the original space into a new feature space through layer-by-layer

transformation, making regression, classification, etc., easier to

achieve. The application of Big Data can mine effective information

from samples. It also provides the basis for the study of time series

forecasting. In this paper, a Deep Learning-based air quality predic-

tion model is innovatively established by combining atmospheric

theory and Deep Learning methods, namely Time-Space-Type-Mete-

orology (TSTM). It consists of three modules: feature engineering,

forecasting, and performance evaluation. Fig. 3 reveals this innova-

tive air quality decision method. TaggedEnd

TaggedPIt can be found from Fig. 3 that the feature engineering module of

the combined TSTM model includes data pre-processing, feature

selection, and feature building modules. The Expectation Maximiza-

tion (EM) algorithm is adopted for data pre-processing to avoid miss-

ing data. The input data needs to be normalized to eliminate the

magnitude difference of different features and improve the accuracy

and speed of the model. Here, the Min-Max Normalization algorithm

is used. The output data is de-normalized for model evaluation. Six

representative air pollutant concentrations were selected as the fea-

tures based on atmospheric knowledge: O3, CO, SO2, NO2, PM10, and

PM2.5, as well as the factors affecting meteorology: wind speed, tem-

perature, humidity, and precipitation. Besides, the forecast time lag

was set to 24h because the hourly concentration of air pollutants

presents a significant diurnal variation (24h). TaggedEnd

TaggedPThe forecast module adopts the ConvLSTM composed of the Long

Short-Term Memory (LSTM) network and the CNN. It has the advan-

tages of LSTM in time series processing and retains the feature extrac-

tion ability of CNNs. CNN usually consists of five parts: the output

layer, fully connected layer, pooling layer, convolution layer, and

input layer. Fig. 4 displays the structure. TaggedEnd

TaggedPThe calculation methods of convolution and pooling are as fol-

lows:

Zlþ1ði; jÞ ¼ ½Zl �wlþ1ði; jÞ� þ b

¼
X

Kl

k¼1

X

f

x¼1

X

f

y¼1

½Zl
kðs0iþ x; s0jþ yÞwlþ1

k ðx; yÞ� þ b ð14Þ

Llþ1 ¼
Ll þ 2p� f

s0
þ 1 ð15Þ

whereZlþ1 andZl indicate the convolution output and input of the l

+1th layer;Llþ1 stands for the number of feature map Kchannels;

f signifies the convolution kernel size; s0represents Zlþ1the convolu-

tion stride; means the number of padding layers. pThe Zði; jÞLSTM

network belongs to the Recurrent Neural Network (RNN), which

changes the shortcomings of long-term dependence in the RNN. The

structure of the LSTM network can be described as:

ft ¼ sðWf ht�1; xt½ � þ bf Þ ð16Þ

TaggedEnd TaggedFigure

Fig. 3. Structure of the combined air quality forecast model based on Deep Learning. TaggedEnd
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TaggedEndTaggedP
it ¼ sðWi ht�1; xt½ � þ biÞ ð17Þ

Ct ¼ tanhðWc ht�1; xt½ � þ bcÞ ð18Þ

Ct ¼ ft � Ct�1 þ it � Ct ð19Þ

ot ¼ sðWo ¢ ht�1; xt½ � þ boÞ ð20Þ

ht ¼ ot � tanhðCtÞ ð21Þ

where W and f represent the corresponding weight and bias vectors;

h, x, C , and C refer to the output, input, candidate memory, and mem-

ory unit, respectively; F, i, and o denote the forgetting gate, input

gate, and memory gate unit, respectively. TaggedEnd

TaggedPFig. 5 reveals the structure of the LSTM network. TaggedEnd

TaggedPThe performance evaluation module adopts the concentration

evaluation indicators of three air pollutants: Normalized Mean Bias

(NMB), RMSE, and Correlation Coefficient r. NMB is calculated accord-

ing to Eq. (22).

NMB ¼

P

N

i¼1

ðFi � OiÞ

P

N

i¼1

Oi

ð22Þ

TaggedEnd

TaggedPIn Eq. (22), N stands for the number of samples; Fiand Oi represent

the actual value and the predicted value of the ith sample, respec-

tively; F and O signify the average value of the predicted value and

the actual value, respectively. TaggedEnd

TaggedPEq. (23) indicates the calculation method of the range forecast

accuracy of the Air Quality Index (AQI).

AAQI ¼
nAQI

N
ð23Þ

TaggedEnd

TaggedPIn Eq. (23), nAQI refers to the number of samples for which the

range forecast of the AQI is accurate, and N is the total number of

samples. The forecast accuracy AAQI_level of the AQL is calculated via

Eq. (24).

AAQI_level ¼
nAQI_level

N
ð24Þ

TaggedEnd

TaggedPIn Eq. (24), nAQI_level represents the number of samples with an

accurate forecast of the AQL, and N stands for the total number of

samples. TaggedEnd

TaggedPThe accuracy rate Acp of primary pollutant forecast is calculated

according to Eq. (25).

Acp ¼
ncp

N
ð25Þ

TaggedEnd

TaggedPIn Eq. (25), ncp represents the number of samples with accurate

forecasts in the evaluation time period, and N refers to the number

of samples of the AQL �2 at the time. TaggedEnd

TaggedPFor heavy pollution, when the AQI value is above 200, the fore-

cast accuracy HAAQI_level of the AQL is calculated according to Eq.

(26).

HAAQI_level ¼
nAQI_level

NOH
ð26Þ

TaggedEnd

TaggedPIn Eq. (26), nAQI_level represents the number of samples with accu-

rate forecasts in the evaluation time period, and NOH represents the

actual number of weather samples with moderate and severe pollu-

tion. TaggedEnd

TaggedPExperiments were carried out on the above model, and 15 cit-

ies involved in Shaanxi Province were selected as the research

objects. The data set collected data on six air pollutants and four

meteorological elements from December 2019 to February 2021.

The data from January to January 2020 was used as the training

set, the data from February 2021 was used as test set 1, and the

data from June 2021 was added as test set 2 to test the

TaggedEnd TaggedFigure

Fig. 4. Model architecture of CNN. TaggedEnd

TaggedEnd TaggedFigure

Fig. 5. Model architecture of the LSTM network. TaggedEnd
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TaggedEndTaggedPgeneralization ability of the model. The Big Data method is used

to model the regional multi-step forecast of the hourly concentra-

tion of conventional air pollutants. Besides, the performance of

the Deep Learning model reported here is compared with other

benchmark models. During the experiment, the prediction lag is

24, the training Epoch is 100, and the training Batch Size is set to

24. TaggedEnd

TaggedH1Results and discussion TaggedEnd

TaggedH2Comparison of prediction results of air quality forecast models TaggedEnd

TaggedPFig. 6 presents the evaluation results of the ICEEMDAN-WOA-ELM

model and the other six benchmark models on the data set collected

here. TaggedEnd
TaggedEnd TaggedFigure

Fig. 6. Comparison of forecast performance of daily average concentration of conventional air pollutants in Xi’an (a. PM2.5; b. PM10; c. NO2; d. SO2; e. CO; f. O3). TaggedEnd

TaggedEndL. Fu, J. Li and Y. Chen Journal of Innovation & Knowledge 8 (2023) 100294
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TaggedPAs can be seen from Fig. 6, the classical time-series Autoregressive

Integrated Moving Average (ARIMA) model (Piccolo, 1990) is superior

in performance, even better than the single AI model. The compari-

son of ELM (Huang et al., 2006), Genetic Algorithm-Extreme Learning

Machine (GA-ELM) (Krishnan & Kamath, 2019), and WOA-ELM (Li et

al., 2019) suggests that the prediction indicators of air pollutants by

the network have improved after the swarm intelligence algorithm

TaggedEndTaggedPoptimizes the network. In addition, the optimization effect of WOA is

generally better than the Genetic Algorithm (GA) (Whitley, 1994).

This is because WOA can avoid falling into local optimum, which is

more flexible and efficient, and the convergence speed is faster. The

overall performance of Ensemble Empirical Mode Decomposition-

Whale Optimization Algorithm-Extreme Learning Machine (EEMD-

WOA-ELM) and ICEEMDAN-WOA-ELM are better than other models. TaggedEnd
TaggedEnd TaggedFigure

Fig. 7. The standard deviation of TSTM’s prediction effect of pollutant concentration in 15 cities around Xi’an (a. CO; b. SO2; c. NO2; d. O3; e. PM2.5; f. PM10).TaggedEnd

TaggedEndL. Fu, J. Li and Y. Chen Journal of Innovation & Knowledge 8 (2023) 100294
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TaggedPEEMD is a noise-assisted data analysis method. The added noise

cannot be completely neutralized, and there is residual noise. The

ICEEMDAN model further handles the problem of residual noise, so it

performs best in prediction accuracy. For example, when predicting

O3, under the same prediction method, the values of the five evalua-

tion indicators of ICEEMDAN-WOA-ELM are 14.187, 17.235, 0.140,

0.067, and 0.946, which are higher than those of EEMD-WOA-ELM of

21.157, 24.596, 0.219, 0.094, and 0.885. The experimental results

indicates the excellent robustness of the ICEEMDAN-WOA-ELM

model. In other words, it maintains high accuracy in the face of com-

plex environments and is competent for forecasting different envi-

ronments and pollutants. The results are better than other

benchmark models, and the signal decomposition algorithm and

optimization algorithm can significantly improve the prediction per-

formance of the neural network. It can be seen that a single AI model

cannot meet the requirements of air quality forecasting. Meanwhile,

the combined model needs to be used to exert their respective

advantages to improve the overall forecasting performance. TaggedEnd

TaggedH2Analysis of the air pollution prediction results based on DNNs TaggedEnd

TaggedPFig. 7 provides the multi-step prediction results of the above Deep

Learning air quality forecast model, TSTM, on different pollutants,

steps, and test sets in 15 cities in the study area. TaggedEnd

TaggedPFig. 7 indicates a positive correlation between the predicted and

actual values of the TSTM model. Moreover, the performance results

of TSTM are very close to the forecast effect of different cities, and the

performance is relatively stable. Unlike single-step forecasting,

multi-step forecasting uses the same model and input to perform

multiple outputs without needing to build additional models or wait

for the previous forecast results. However, it is more complicated

than single-step forecasting, and the error is usually larger. The

experimental results suggest that TSTM has good robustness and

generalization ability. Because the forecasting effects of different cit-

ies are similar, Xi’an is selected as the representative city for research.

Xi’an’s daily air pollution level is also more severe than surrounding

cities, especially in winter. Fig. 8 presents the comparative analysis of

air quality forecasts in Xi’an under the same conditions as the tradi-

tional Radial Basis Function (RBF) model (Musavi et al., 1992), the

Deep Learning model Deep Belief Network (DBN) (Chen et al., 2015),

Elman, and the TSTMmodel reported here. TaggedEnd

TaggedPAccording to Fig. 8, the prediction accuracy of RBF and DBN for

AQI range and air quality level is similar, but the prediction effect of

DBN for primary pollutants is poor. The single-step prediction accu-

racy of the three benchmark models is lower than 0.6, and the perfor-

mance of TSTM is the best at 0.88. The multi-step forecast of TSTM

adopts a multi-output strategy. In other words, TSTM obtains multi-

ple outputs simultaneously based on the same model and input.

Besides, it does not need to build an additional forecast model or
TaggedEnd TaggedFigure

Fig. 8. Forecast performance evaluation of four models under heavy pollution weather in Xi’an (a. TSTM; b. RBF; c. DBN; d. Elman). TaggedEnd
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TaggedEndTaggedPwait for the forecast of the previous step as the input of the next step,

so the performance is good. In addition, the four models show consid-

erable differences in performance in extreme weather. Deep Learning

has a higher forecast upper limit than traditional Machine Learning.

The forecast accuracy of RBF for heavily polluted weather is lower

than the other three Deep Learning models. Elman remains in second

place, but the performance degrades significantly as the prediction

step size increases, with a prediction accuracy of <0.6 at a step size of

3. The single-step accuracy and average of the TSTM model proposed

here almost reach full marks in the weather forecast results of heavy

pollution, with a maximum of 1.00. The performance also decreases

as the step size increases but remains above 0.86. It can be seen that

the heavily polluted weather contains more extreme values of gas

content concentration, which is also the key to testing the model’s

performance. TaggedEnd

TaggedPFig. 9 illustrates the Accuracy, Precision, Recall, and F1 value pre-

dicted by the four models under heavy pollution weather in Xi’an. TaggedEnd

TaggedPAccording to Fig. 9, TSTM has the best performance compared

with the other three models. Among them, the prediction Accuracy

of the TSTM model is 95.2%, and the Precision is 89.5%, which is at

least 5.1% better than other models. It also outperforms the other

three models in terms of Recall and F1 value. The results are consis-

tent with the above research results, proving that the Deep Learning

air quality prediction model performs better in predicting different

pollutants in 15 cities in the study area. TSTM ranks first in various

evaluation indicators for different pollutants, maintaining a high

forecast accuracy. TaggedEnd

TaggedH1Conclusion TaggedEnd

TaggedPMany severe environmental problems China faces will be fully

resolved with the constant maturity and promotion of Big Data and

AI technologies. This work studies the application of various models

of Machine Learning and Deep Learning in air quality forecasting in

environmental protection monitoring by combining various algo-

rithms in Big Data and AI. An innovative decision-making method for

air quality monitoring is proposed, aiming at the limitations of a sin-

gle AI algorithm in air quality forecasting. In other words, an air qual-

ity forecasting model, ICEEMDAN-WOA-ELM, is established based on

traditional Machine Learning methods. Besides, a TSTM model is

established based on Deep Learning and atmospheric subject knowl-

edge. The performance of the model is verified based on the data of

TaggedEndTaggedPthe recent two years of air pollution in Shaanxi Province. It is found

that the combined model based on Deep Learning has better perfor-

mance in all aspects than similar models, and the air forecast accu-

racy rate is higher even under heavy pollution. Still, there are some

shortcomings in the research. This experiment only monitored the

air quality of some cities in Shaanxi Province. The future study will

introduce the air quality data of the Beijing-Tianjin-Hebei region,

which is also the air quality disaster area, into the model for verifica-

tion to verify the application effect of the model to air quality moni-

toring. TaggedEnd
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