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Dear Editors,

The timely identification of impactful research, as may be
indicated by citation count, may facilitate scientific ad-
vancement. It is possible that machine learning, including
natural language processing, may be able to assist with this
task. However, machine learning applications also have the
potential to perpetuate biases, and this requires close
examination.

One way in which machine learning may be applied to
facilitate the research process is through the automatic
analysis of abstracts. For example, previous analyses have
suggested that natural language processing with sentiment
analysis can be successfully applied to detect aspects of the
impact of stroke trials.1 This type of analysis has promise,
but also requires interrogation prior to widespread use.
There are multiple potential sources of bias in natural
language processing analyses.2 In particular, biases may
occur due to the data upon which analyses are based, the
labelling of these data, the analysis of these data, or the
application of the tools in practice.

The aim of this study was to examine the performance of
machine learning, namely natural language processing, in
the prediction of citation count for neurology articles,
relative to other articles published in the same year.

The study included all publications identified in the
PubMed database published from inception to 2021 identified
with the MeSH term ‘neurology’. The title, abstracts, author

lists, MeSH terms, journal international standardised serial
number (ISSN), and citation count (March 2022) were
extracted and subsequently used as input data fields. Articles
were allocated percentile ranks, compared with other
articles published in the same year, for the total number of
citations received. Following pre-processing (including
capitalisation removal and word stemming), models were
developed on the training dataset to predict which articles
would rank in the top quartile for citation count, as compared
with other articles published in the same year. Logistic
regression (LR) models were developed for each of the input
data fields individually, and then combined. Regression
coefficients were ranked to identify the 50-word stems most
strongly associated with a top quartile citation count for each
text field. Similarly, the 50-word stems most strongly
associated with not having a top quartile citation count
were examined. However, it was pre-specified that author
name and journal ISSN analysis associated with a lower
citation count would not be presented. A bidirectional
encoder representations from transformers (BERT) model
was developed for the best performing combination of input
data. Performance was evaluated on the hold-out test
dataset. The primary outcome was the area under the
receiver operator curve (AUC) for the BERT model. Analysis
was conducted using open-source Python libraries including
Sci-Kit Learn and Tensorflow.3,4

There were 468,550 articles included in the study.
Several patterns were apparent in the analysis of the
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regression coefficients associated with top quartile citation
count (see Supplementary Information 1). In particular,
coronavirus terms, terms related to multicentre randomised
trials, and the nation ‘america’ were frequently associated
with top quartile citation counts. For example, Fig. 1
illustrates a word cloud of the title word stems most strongly
associated with a top quartile citation count. The promi-
nence of the coronavirus related terms in Fig. 1 demon-
strates that, while the terms may have been infrequent in
articles near the beginning of the pandemic, those that were
present were highly likely to receive top quartile citation
counts. However, there was also a trend for certain country
names and female pronouns to be associated with a lower
likelihood of a high citation count. For example, when
analysing titles, notable terms that were associated with a
lower likelihood of high citation count were ‘woman’,
‘polish’, ‘brazillian’, ‘poland’, ‘korean’, ‘iranian’, and
‘japanes’. In titles, the 10 words most strongly associated
with not having a top quartile citation count were ‘repli’,
‘author’, ‘reader’, ‘teach’, ‘comment’, ‘letter’,
‘commentari’, ‘editori’, ‘protocol’, and ‘case’. Notably
many of these words relate to article type (e.g., ‘editori’
and ‘commentari’), rather than article content.

The best performing logistic regression analysis used all
of the available inputs, including title, abstracts, author
lists, MeSH terms, and ISSN. This model returned an AUC of
0.81. When the BERT algorithm was applied with all input
data it achieved an AUC of 0.86 for this task.

This study has shown that article citation counts can be
successfully predicted with data available at the time of
publication and natural language processing. However, such

analyses have a signal suggesting there may be risks with
respect to perpetuating geographic and gender biases.
There are multiple means by which these algorithms can
become biased, including data annotation, model develop-
ment, and design of the applications of the models.2 This
potential for bias also is present in other medical applica-
tions of machine learning. For example, the relative
underrepresentation of females in clinical trials has been
shown to have the potential to bias machine learning models
developed on such datasets.5 Strategies to help mitigate bias
include the collection of representative datasets, use of
oversampling in model development with unbalanced
datasets, and subpopulation analyses. Future research may
seek to develop natural language processing algorithms to
assist with other parts of the scientific writing process,
including grant applications. However, such machine learn-
ing systems should exercise caution with respect to potential
biases.
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Fig. 1 Word stems most strongly associated with having a top quartile citation count based on the analysis of titles. In this

visualisation the size of the word represents the magnitude of the regression coefficient.
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